
Humans extract acoustic features 
from audio to identify phonemes 
to decode words.

We can simulate this process 
with machine learning (neural 
networks).
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Computational 
modeling of 
speech 
recognition 
offers a 
promising tool 
to study human 
speech 
perception.
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Adaptation: A Tutorial
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• Validate automatic speech recognition models as tools for human 
speech perception

• Simulate learning/training studies via fine-tuning (i.e. fine-tune an 
English ASR model with Spanish to simulate Spanish language learning) 

FUTURE DIRECTIONS

Pytorch contains off-the-shelf 
neural networks trained to do 
tasks like speech recognition.

Backbone: neural network that 
contains the mapping from audio 
to phoneme.

Decoder: algorithm that decides 
the phoneme based on the audio.

Word Error Rate (Levenshtein 
Distance): difference between 
two texts/strings.

INTRO

Automatic Speech Recognition 
(ASR): neural networks trained 
to convert audio into text

Word Error Rate: How many changes need to be made to match the original text?

Types of Changes:
1. Addition
2. Insertions
3. Substitutions

Response _ L U C K R E C E I P T Y O U _ O U R

Answer S L A C K R E C I E P T E W E H O U R

Word Error 
Rate

(1 insertion + 1 substitution) 
÷ 5 characters = 40% 
incorrect (60% correct)

This measure is imperfect; this 
mistake would count as 2 errors 
instead of 1 (swap E and I)

Scoring homophones causes issues 
(3/3 errors and 1/4 errors)
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Computational 
models can be 

trained on different 
sized datasets.

Backbone: 
wav2vec2
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Types of Decoders (non-inclusive):
1. Greedy: Pick the most likely option at each decision
2. Beam Search: Pick the most likely option over n words

The cat … dashed … to the … door.
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The car … crashed … to the … door.
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